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SUMMARY
Gamma-band oscillations (GBOs) in the primary somatosensory cortex (S1) play key roles in nociceptive pro-
cessing. Yet, one crucial question remains unaddressed: what neuronal mechanisms underlie nociceptive-
evoked GBOs? Here, we addressed this question using a range of somatosensory stimuli (nociceptive and
non-nociceptive), neural recording techniques (electroencephalography in humans and silicon probes and
calcium imaging in rodents), and optogenetics (alone or simultaneously with electrophysiology in mice).
We found that (1) GBOs encoded pain intensity independent of stimulus intensity in humans, (2) GBOs in
S1 encoded pain intensity and were triggered by spiking of S1 interneurons, (3) parvalbumin (PV)-positive in-
terneurons preferentially tracked pain intensity, and critically, (4) PV S1 interneurons causally modulated
GBOs and pain-related behaviors for both thermal and mechanical pain. These findings provide causal evi-
dence that nociceptive-evoked GBOs preferentially encoding pain intensity are generated by PV interneu-
rons in S1, thereby laying a solid foundation for developing GBO-based targeted pain therapies.
INTRODUCTION

The ability to identify noxious environmental events causing pain is

pervasive in the animal kingdom, as it allows animals to avoid or

reduce bodily injury and recover after it.1,2 Pain, however, can

also be maladaptive when it persists after healing, leading to un-

necessary suffering and enormous economic costs.3 To develop

effective treatments and reduce suffering, it is crucial to under-

stand how nociceptive inputs are processed in the nervous sys-

tem to give rise to painful percepts.3,4 Cortical oscillations in the

gamma frequency (gamma-band oscillations, GBOs) evoked by

nociceptive stimuli are increasingly investigated given their close

relationship with nociceptive input across species,5–7 which sug-

gests that they may underpin pain perception. For this reason,

they are a candidate target for therapeutic strategies, such as

closed-loop brain-machine interfaces.8 Nevertheless, one crucial

mechanistic question remains to be fully addressed: what are the

neuronal mechanisms underlying nociceptive-evoked GBOs? In

this article, we provide a conclusive answer to this question.

This is a timely issue for two main reasons. First, previous hu-

man studies have yielded conflicting results about the relation-

ship between nociceptive-evoked GBOs and pain. It has been
All rights are reserved, including those
suggested that GBOs are involved in various aspects of pain

processing, such as encoding nociceptive stimulus inten-

sity,9–11 subjective pain intensity,5,6,12 pain affect,13 motor re-

sponses to pain,14,15 and predictive error coding of pain.9,16

Some studies even found a dissociation between GBOs and

pain intensity.17 These mixed findings might be associated

with the fact that GBOs measured from the human scalp typi-

cally exhibit a low signal-to-noise ratio, particularly in studies

with small sample sizes.17 Second, the detailed investigation

of the cellular substrates of GBOs has primarily focused on

‘‘spontaneous’’ rather than nociceptive-‘‘evoked’’ oscillations.

We previously suggested that nociceptive-evoked GBOs origi-

nate from interneurons in the primary somatosensory cortex

(S1) contralateral to nociceptive stimulation.18 Others have

demonstrated that, within S1, parvalbumin (PV)-positive

GABAergic interneurons are implicated in the generation of

spontaneous GBOs. 7,19 However, no unequivocal evidence is

available regarding the causal roles of PV interneurons in deter-

mining GBOs evoked by nociceptive stimuli. The distinction

between spontaneous GBOs and evoked GBOs is crucial, as

they are phenomenologically different and have different rela-

tionships with pain perception.20
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Figure 1. Research objectives and design

(A) This across-species study aimed to achieve four main objectives in seven experiments.

(B) We applied nociceptive (laser and mechanical) and non-nociceptive (electrical) stimuli in seven experiments (experiments 1, 2, 4, 5, 6, and 7: laser stimuli;

experiment 3: electrical stimuli; experiment 6: mechanical stimuli). Stimuli of varying intensities were delivered to the right or the left side (paws or hands).

(C) 64-channel EEG was collected from 95 healthy human volunteers (experiment 1).

(D) High-density electrophysiological signals were collected from 20 freely moving rats using silicon probes implanted in S1 (experiments 2 and 3) or M1

(experiment 4).

(E) Calcium imaging data were collected from S1 of freely moving mice (experiment 5: 144 Pyr neurons from 5 WT mice and 122 PV interneurons from 3

PV-Cre mice).

(F) We used optogenetics to manipulate the activity of Pyr neurons and PV interneurons and thereby explore their causal relationship with pain-related behaviors

and GBOs (experiments 6 and 7, n = 8–10 for ChR2 and NpHR in WT mice and PV-Cre mice).

This figure was created with BioRender.com.
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To address the issue of the neuronal mechanisms underlying

nociceptive-evoked GBOs and, therefore, to lay a solid founda-

tion for the use of GBOs in pain research and clinical appli-

cations, we conducted seven across-species experiments

combining a range of sensory stimuli (nociceptive and non-noci-

ceptive); neural recording techniques (high-density electroen-

cephalography [EEG] in humans and silicon probes and calcium

imaging in rodents); and optogenetics (both alone and simulta-

neously with electrophysiology in mice) (Figure 1). We first
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used high-density EEG recordings to confirm the phenomenol-

ogy of GBOs and test their ability to encode pain intensity in a

large number of human participants (experiment 1). We then

used silicon probes in rats to test whether GBOs in S1 encode

pain intensity and assess their relationship to the spiking of inter-

neurons and pyramidal (Pyr) neurons (experiments 2, 3, and 4).

Subsequently, we used calcium imaging in mice to test whether

PV interneurons preferentially track pain intensity and to

confirm that Pyr neurons do not (experiment 5). Finally, we

http://BioRender.com


Figure 2. Nociceptive-evoked GBOs recorded from the human scalp-encoded stimulus intensity (experiment 1)

(A) Subjective ratings of pain were significantly modulated by stimulus intensity (****p < 0.0001, two-way repeated-measures ANOVA).

(B) ERP responses (1–30 Hz) at C3 (left, red circles) and C4 (right, blue circles) electrodes for left- and right-hand stimulation. The N1 wave showed a scalp

topography with a negative maximum contralateral to the stimulated side.

(C) Time-frequency distributions (TFDs) of electrophysiological responses at C3 (left, red circles) and C4 (right, blue circles) electrodes for left- and right-hand

stimulation. GBOs elicited by nociceptive stimuli (60–90 Hz, 150–250 ms) showed a centrally distributed scalp topography.

(D–G) Whereas N1 amplitudes were primarily modulated by stimulation side, especially at higher stimulus intensities (D and E), GBO magnitudes were only

significantly modulated by pain intensity (F and G) (*p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001, two-way repeated-measures ANOVA with Bonferroni-

corrected post hoc tests).
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used optogenetics, both alone and combined with simultaneous

electrophysiological recordings (optetrodes) in mice, to assess

the causal role of the different classes of S1 neurons in gener-

ating nociceptive-evoked GBOs and pain-related behaviors

(experiments 6 and 7).

RESULTS

Nociceptive-evoked GBOs in human EEG encode pain
intensity (experiment 1)
We confirmed the phenomenology of nociceptive-evoked GBOs

and their ability to track pain intensity in a large population of 95

healthy individuals (50 females, aged 21.6 ± 1.7 years [mean ±

SD], range: 18–25 years). We coupled single-trial psychophysics

with high-density EEG during laser stimulation of four intensity

levels (Figures 1A–1C; see STAR Methods for experimental
design). This radiant heat stimulation selectively excites cuta-

neous nociceptors and thereby elicits pure painful percepts

without tactile sensations.21,22

Subjective ratings to laser stimulation of the left and right

hands were clearly graded with stimulus intensity (F(3,282) =

668.9, p < 0.0001) but not dependent on stimulation side

(F(1,94) = 0.3699, p = 0.5445; Figure 2A). GBOs elicited by noci-

ceptive laser stimuli occurred at 150–250 ms post-stimulus,

within a frequency range of 60–90 Hz. Their scalp topography

showed a local maximum in the central region (Figure 2C). This

topography confirms previous observations in independent

samples of participants23,24 and suggests that GBOs may origi-

nate from bilateral S1.25 GBO amplitude measured from the

electrodes above S1 (C3 or C4, circles in Figure 2C) was larger

in trials with higher stimulus intensities (C3, F(3,282) = 19.04,

p < 0.001; C4, F(3,282) = 18.47, p < 0.001) but independent of
Neuron 113, 769–784, March 5, 2025 771



Figure 3. Nociceptive-evoked GBOs en-

coded pain intensity independent of stim-

ulus intensity (experiment 1)

(A) Time-frequency distribution of the relationship

between neural responses and (1) pain intensity

(left), (2) stimulus intensity (middle), and (3) pain

intensity independent of stimulus intensity (right).

The LMM analyses were performed on neural

responses collected at Cz electrode. Statistical

t values are color-coded, and dotted curves

enclose significant time-frequency regions with

significant correlations.

(B) Time course of t values obtained from the LMM

and averaged within the 50–100 Hz frequency

range showing the dependence between GBO

amplitudes and pain ratings (red), stimulus in-

tensities (blue), and pain ratings after the effect of

stimulus intensity was controlled for (yellow).

Dashed lines represent significance thresholds

(false discovery rate [FDR] corrected p < 0.05).

(C) Although the dependence between GBOs and

both stimulus intensities and pain ratings had

nearly identical onset latencies, the dependence

between GBOs and pain ratings after stimulus

intensity was controlled had a later onset latency

(n.s., not significant, ****p < 0.0001; one-way

repeated-measures ANOVA with Bonferroni-cor-

rected post hoc tests).

(D) Scalp topographies of the relationship be-

tween GBO responses and pain intensity/stimulus

intensity/pain intensity independent of stimulus

intensity were all maximal at central electrodes.

(E) Linear fitting of the relationship between GBO

amplitudes and pain intensity/stimulus intensity/

pain intensity independent of stimulus intensity.

Data were presented as mean ± SEM.
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stimulation side (C3, F(1,94) = 1.326, p = 0.2524; C4, F(1,94) =

0.7777, p = 0.3801; Figures 2F and 2G). We also confirmed

that nociceptive laser stimuli elicited large event-related poten-

tials (ERPs), whose earliest component (i.e., the N1 wave peak-

ing at 160 ms post-stimulus) displayed a negative maximum

contralateral to the stimulated hand, compatible with a source

in the corresponding S126 (Figure 2B). Although N1 peak ampli-

tude was larger in trials with higher stimulus intensities (C3,

F(3,282) = 38.98, p < 0.0001; C4, F(3,282) = 34.47, p < 0.0001;

Figures 2D and 2E), this ERP-pain correlation has been repeat-

edly shown to be dependent on the saliency component of the

stimulus.12

Next, we applied linear mixed models (LMMs) to single-trial

data to examine the dose-response curve between (1) stimulus in-

tensity and GBO amplitude, as well as (2) subjective rating and

GBO amplitude.27 Moreover, we assessed whether the relation-

ship between subjective rating and GBO amplitude persisted

independently of stimulus intensity by normalizing both subjective

rating and GBO amplitude within each stimulus intensity with Z

scores. LMM analyses revealed that both high-frequency GBOs
772 Neuron 113, 769–784, March 5, 2025
and low-frequency ERPs were modulated

by subjective rating and stimulus intensity

(Figure 3A). Importantly, part of the ampli-

tude of both responses reflected subjec-
tive rating independently of stimulus intensity, i.e., their relation-

ship remained significant even after normalizing subjective

ratings and GBO/ERP amplitudes within each stimulus intensity.

While the dependence of GBOs on stimulus intensity and subjec-

tive rating occurred at nearly identical latencies (p > 0.05), the

dependence of GBOs on pain rating after stimulus intensity was

controlled occurred later (p values < 0.0001; Figures 3B and

3C). The observation that the correlation between GBO amplitude

and subjective rating was maximal in central regions (Figure 3D)

further suggests that GBOs may originate from bilateral S1.25

This scalp topography also suggests that GBOs were unlikely to

be caused by movement of the ears and other head muscles.

Moreover, we observed that the relationship betweenGBO ampli-

tude and stimulus intensity or subjective ratingwaswell described

using a linear model (GBO amplitude and stimulus intensity:

adjusted R2 = 0.97; GBO amplitude and subjective rating:

adjusted R2 = 0.91), even after controlling for stimulus intensity

(adjusted R2 = 0.79; Figure 3E). After characterizing the phenom-

enology of nociceptive-evokedGBOs in humans, we aimed to un-

ravel their underlying neural mechanisms in rodents.
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Nociceptive-evoked GBOs are triggered by spikes of S1
interneurons rather than those of Pyr neurons
(experiments 2–4)
In experiment 2, we delivered nociceptive laser stimuli of two in-

tensities (low and high) to the left and right forepaws of 14 adult

male rats (Figure 1B; see STAR Methods for experimental

design).We used video-based analysis tomeasure pain behavior

and silicon probes to measure local field potentials (LFPs) and

single-unit activity in the right S1 (Figures 1D, S1A, and S1B).

Nocifensive behaviors evoked by laser stimuli were signifi-

cantly modulated by stimulus intensity (F(1,13) = 75.62,

p < 0.0001), but not by stimulation side (F(1,13) = 3.267, p =

0.094), and there was no interaction between these factors

(F(1,13) = 1.002, p = 0.34; Figure 4A).

From LFPs, we extracted both low-frequency ERPs (1–30 Hz;

Figures 4B and 4C) and high-frequency GBOs (>50 Hz;

Figures 4E and 4F), as well as their respective current source

density (CSD; Figure S2). Nociceptive laser stimuli induced

clear GBOs, whose amplitudes were maximal at layers II–IV

(Figures 4F and S2B). The CSD estimate revealed a source

and a sink in layers I to IV (Figure S2D). Laser-evoked GBOs reli-

ably tracked pain intensity in virtually all cortical layers (Fig-

ure 4G). This effect was equally observed when right S1 GBOs

were induced by stimuli delivered to the ipsilateral and contralat-

eral sides. By contrast, laser-evoked ERPs encoded both pain

intensity and stimulation side (Figure 4D). A complete description

of these responses and their modulation is provided in the sup-

plemental information (Figure S2; Data S1).

To identify single-unit spiking related to the experimental con-

ditions, we performed a two-way repeated-measures analysis of

variance (ANOVA) with two factors (‘‘intensity’’: low and high;

‘‘side’’: left and right) (Figures S3A and S3B). This analysis al-

lowed us to categorize single units into five groups: neurons

modulated by (1) intensity only, (2) side only, (3) both intensity

and side, (4) intensity3 side interaction, and (5) none of the pre-

vious (Figures S3C–S3E). Only 6 neurons showed a significant

intensity 3 side interaction. Therefore, groups 4 and 5 were

not included in further analyses. Neurons in groups 1, 2, and 3

were first divided into putative Pyr neurons and interneurons

based on their spike durations (Figure S1F) and then sorted ac-

cording to their layer location (Figure 4H). Group 1 (modulated by

intensity only) contained 59% of recorded units and was

composed of 40 interneurons and 31 Pyr neurons (Figure 4I).

Group 2 (modulated by side only) contained 18% of units and

was composed of 15 Pyr neurons and 7 interneurons (Figure 4I).

To assess the contribution of these units to GBOs, we

calculated the spike-triggered field potentials and their phase

synchronization (Figures 4J–4L). GBO amplitude was predom-

inantly determined by interneurons of group 1 encoding inten-

sity rather than those of groups 2 and 3 (p[intensity vs. side] =

0.02, p[intensity vs. both] = 0.0002; Figure 4L). In addition,

GBOs were phase-locked to the spike activity of group 1 neu-

rons (p values = 0.011), but not that of groups 2 and 3

(p values R 0.1; Figure 4K). The relationship between sin-

gle-unit activity and ERPs is reported in Figures S3F–S3H.

In experiment 3, we tested whether GBOs were also induced

by non-nociceptive somatosensory stimuli, which we delivered

at two intensities (low and high) to the left and right forepaws
of 14 adult male rats (Figure 1B; see STAR Methods for experi-

mental design). These stimuli elicited negligible withdrawal

behavior (compare Figures 4A and 5A), which was, however,

clearly modulated by stimulus intensity (F(1,13) = 32.43,

p < 0.0001; Figure 5A). Non-nociceptive stimuli did not elicit clear

GBOs in the same time window of GBOs observed in experiment

2 (compare Figures 4E and 5E). 23 2 ANOVA confirmed that the

amplitude in this gamma window was not modulated by percep-

tual intensity and stimulation side (Figure 5G). Notably, non-noci-

ceptive stimuli elicited a much earlier phase-locked, time-

domain ERP deflection, peaking at 10–50 ms post-stimulus,

whose frequency was >30 Hz (Figures 5E and 5F). This peak

and its time-frequency representation were not modulated by

perceptual intensity but by stimulation side (Figure 5G).

In experiment 3, we also classified neurons into 5 groups, as

described for experiment 2, and examined their activity in

relation to the time-frequency activity corresponding to the early

deflection in the time domain (high-frequency responses [HFRs]:

10–50 ms, 30–100 Hz). This HFR activity was phase-locked to

the spiking of neurons in groups 1–3 (p values% 0.03; Figure 5K),

and its amplitude was largest when triggered by the spiking of Pyr

neurons of group 2 (encoding side only, p[intensity vs. side] = 0.019;

Figure 5L). A complete description of these results is provided in

the supplemental information (Figures S4 and S5; Data S1).

To rule out the possibility that nociceptive-evokedGBOs reflect

motion-related activity, we performed experiment 4, which was

identical to experiment 2, except that electrophysiological data

were collected from the right M1. As in experiment 2, nocifensive

behaviors evoked by laser stimuli were significantlymodulated by

stimulus intensity (F(1,5) = 66.3, p = 0.0005), but not by stimula-

tion side (F(1,5) = 0.3449, p = 0.5825), and there was no interac-

tion between these factors (F(1,5) = 0.1128, p = 0.7506; Fig-

ure S6A). Laser-evoked ERPs and GBOs were also measured

in M1 (Figures S6B and S6E), although they showed a different

layer distribution as compared with the same responses

measured in S1 (Figures 4C and 4F). Nociceptive-evoked ERPs

encoded stimulation side (F(1,5) = 8.906, p = 0.0306), but not

modulated by pain intensity (F(1,5) = 3.206, p = 0.1334; Fig-

ure S6D). Similarly, nociceptive-evoked GBOs showed a trend

of encoding stimulation side (F(1,5) = 6.591, p = 0.0502) but did

not encode pain intensity (F(1,5) = 0.342, p = 0.584; Figure S6G).

No significant interactions were observed for both ERPs (F(1,5) =

1.487, p = 0.2771) and GBOs (F(1,5) = 0.131, p = 0.7325).

Given that interneurons are heterogeneous and cannot be

conclusively differentiated by in vivo electrophysiology,28 in

experiment 5, we used calcium imaging to specifically test

whether PV interneurons tracked pain intensity and compared

their response properties to those of Pyr neurons.

Pain intensity is encoded by PV S1 interneurons
(experiment 5)
In experiment 5, we tested directly the respective contribution of

interneurons and Pyr neurons in encoding pain intensity by col-

lecting calcium imaging data from S1 of freely moving mice (Fig-

ure 1E). We were interested in PV-expressing interneurons, as

they constitute the largest subpopulation of cortical GABAergic

interneurons29,30 and have been indicated to be involved in

nociceptive processing.7,31 To this end, we injected a Cre
Neuron 113, 769–784, March 5, 2025 773



Figure 4. Electrophysiological responses evoked by nociceptive laser stimuli in S1 mainly encoded pain intensity (experiment 2)

(A) Behavioral scores were significantly modulated by stimulus intensity (****p < 0.0001, two-way repeated-measures ANOVA). Data were presented as

mean ± SEM.

(B) ERP responses (1–30Hz) averaged across depths for each experimental condition (LL, LR, HL, andHR: low and high intensity for left and right paws, respectively).

(C) Spatiotemporal distributions of ERP responses showed stronger activations in deep layers (Va–VI).

(D) Spatiotemporal distributions of statistical results of ERP responses. The responses at 100–300 ms after stimulus onset were significantly modulated by pain

intensity in almost all layers (II/III–VI, left). The responses at 200–300ms after stimulus onset were significantlymodulated by stimulation side in deep layers (Va–VI,

middle).

(E) Time-frequency distributions of electrophysiological responses averaged across depths for each experimental condition. High pain trials had stronger power

increases than low pain trials at gamma-band frequencies (>50 Hz).

(F) Spatiotemporal distributions of GBOs showed stronger responses in superficial layers (II–IV).

(G) Spatiotemporal distributions of statistical results of GBO responses. The responses at 100–300 ms after stimulus onset were significantly modulated by pain

intensity in almost all layers (II/III–VI, left).

(H) Sankey plots of functional differentiation of Pyr neurons and interneurons in different S1 layers. The majority of neurons encoded pain intensity.

(I) Pie charts revealed a significant disparity in the preferred function of Pyr neurons and interneurons (*p < 0.05, chi-squared test).

(J–L) Comparisons of spike-triggered GBOs evoked by laser stimuli. GBO amplitudes were significantly larger when triggered by the spikes of interneurons

encoding pain intensity (L). Moreover, GBOswere only phase-locked to the spikes of neurons encoding pain intensity (K, **p < 0.01, ****p < 0.0001, unpaired t test

or Mann-Whitney test).

See also Figures S1–S3.
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recombinase-dependent viral vector driving the expression of

GCaMP6 (AAV-EF1a-DIO-GCaMP6f) into the hindlimb area of

S1 in PV-Cre mice (Figure 6A), a procedure that specifically la-

bels PV interneurons. To compare the responses of PV interneu-

rons to Pyr neurons, we labeled Pyr neurons by injecting a
774 Neuron 113, 769–784, March 5, 2025
CaMKIIa recombinase-dependent viral vector driving GCaMP6

(AAV-CaMKIIa-GCaMP6f) into the same S1 area of wild-type

(WT) mice (Figure 6A). We delivered nociceptive laser stimuli of

two intensities (low and high) to the left and right hindpaws (Fig-

ure 6A) and simultaneously measured neuronal activity from 144



Figure 5. Electrophysiological responses evoked by non-nociceptive electrical stimuli in S1 mainly encoded stimulation side (experiment 3)

(A) Behavioral scores were significantly modulated by stimulus intensity (****p < 0.0001, two-way repeated-measures ANOVA). Data were presented as

mean ± SEM.

(B) ERP responses (1–30 Hz) averaged across depths for each experimental condition (LL, LR, HL, and HR: low and high intensity for left and right paws,

respectively).

(C) Spatiotemporal distributions of ERP responses.

(D) Spatiotemporal distributions of statistical results of ERP responses. The responses at 20–40 ms after stimulus onset were significantly modulated by

stimulation side in almost all layers (I–Vb, middle) and also significantly modulated by the intensity 3 side interaction in superficial layers (II–III, right).

(E) Time-frequency distributions of electrophysiological responses averaged across depths for each experimental condition. Electrical stimuli delivered to the left

paw evoked stronger power increases than those delivered to the right paw at all frequencies. This response was the phase-locked, time-frequency counterpart

of the early ERP response, and its amplitude dwarfed all later-occurring time-frequency responses.

(F) Spatiotemporal distributions of high-frequency responses (HFRs) extracted from the time-frequency distributions.

(G) Spatiotemporal distributions of statistical results of HFR responses. The responses at 18–35 ms after stimulus onset, corresponding to the time domain

deflection around the same latency, were only significantly modulated by stimulation side in superficial layers (middle).

(H) Sankey plots of functional differentiation of Pyr neurons and interneurons in different S1 layers. The majority of neurons encoded stimulation side.

(I) Pie charts revealed a significant disparity in the preferred function of Pyr neurons and interneurons (**p < 0.01, chi-squared test).

(J–L) Comparisons of spike-triggered HRF responses evoked by electrical stimuli. HRF amplitudes were significantly larger when triggered by spikes of Pyr

neurons encoding stimulation side (L). These responses were phase-locked to the spike activity of all types of neurons (K, *p < 0.05, **p < 0.01, ****p < 0.0001,

unpaired t test or Mann-Whitney test).

See also Figures S4–S6.
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Pyr neurons in five WT mice (Figure 6G) and from 122 PV inter-

neurons in three PV-Cre mice (Figure 6C). Two-way repeated-

measures ANOVA showed that the average firing rates of PV in-

terneurons were modulated by pain intensity (F(1,121) = 42.21,
p < 0.0001; Figure 6D), while those of Pyr neurons were modu-

lated by stimulation side (F(1,143) = 14.59, p < 0.001; Figure 6F).

We classified PV interneurons and Pyr neurons into the same

three functional groups as in experiment 2. Consistent with the
Neuron 113, 769–784, March 5, 2025 775



Figure 6. Calcium signal changes of PV interneurons and Pyr neurons in S1 to nociceptive laser stimuli (experiment 5)
(A) Schematic of surgeries (left diagrams), GCaMP expression in left hindpaw of S1 (S1HL; middle images: top, Pyridal neurons; bottom, PV interneurons; scale

bars, 500 mm), and calcium imaging experimental design in freely moving mice (right diagram). Nociceptive laser stimuli with two intensities (1.5J and 2J) were

delivered to the right and left hindpaws in a pseudorandom order (LL, LR, HL, and HR: low and high intensity for left and right paws, respectively).

(B) Left: raw (top) and processed (bottom) field of view within a region of interest (ROI) derived from a representative calcium imaging session. Right: Example

traces of the extracted calcium fluorescence signals obtained from the representative ROI within the imaging session.

(C) Laser-evoked calcium signals averaged across trials (normalized to [0,1]) for PV interneurons in response to low- and high-intensity laser stimuli, administered

to the left and right hindpaws, respectively.

(D) Top: time courses of calcium signal changes of PV interneurons in different experimental conditions, spanning from �2 to 4 s. Bottom: firing rates of PV

interneurons showed significant differences between high and low intensities, irrespective of stimulation side (****p < 0.0001, two-way repeated-mea-

sures ANOVA).

(E) Pie charts revealed a significant disparity in the preferred function of PV interneurons (left) and Pyr neurons (right). PV interneurons contained more intensity-

encoded neurons and fewer side-encoded neurons than Pyr neurons (*p < 0.05, chi-squared test).

(F) Top: time courses of calcium signal changes of Pyr neurons in different experimental conditions, spanning from �2 to 4 s. Bottom: firing rates of Pyr neurons

showed significant differences between left and right stimulation sides, irrespective of pain intensity (***p < 0.001, two-way repeated-measures ANOVA).

(G) Laser-evoked calcium signals averaged across trials (normalized to [0,1]) for Pyr neurons in response to low- and high-intensity laser stimuli, administered to

the left and right hindpaws, respectively.

This figure was created with BioRender.com.
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electrophysiological findings, the proportion of Pyr neurons vs.

interneurons varied across functional groups: more Pyr neurons

encoded side, whereas more interneurons encoded intensity

(x2 = 6.396, p = 0.041; Figure 6E).

Interneurons, but not Pyr neurons, in S1 causally
regulate nocifensive behaviors (experiment 6)
To explore the causal role of the activity of different classes of

S1 neurons on nocifensive behaviors, we used optogenetics in

freely moving mice to selectively manipulate the activity of PV

interneurons and Pyr neurons (Figure 1F). To manipulate PV in-

terneurons, we injected a Cre recombinase-dependent viral

vector expressing channelrhodopsin (ChR2) or halorhodopsin

(NpHR) into the left S1 of PV-Cre mice and implanted optical

fibers above this brain area (Figures 7A and 7B). To manipulate
776 Neuron 113, 769–784, March 5, 2025
Pyr neurons, we injected a CaMKIIa recombinase-dependent

viral vector expressing ChR2 or NpHR into S1 of WT mice

and implanted optical fibers above the same brain region

(Figures 7A and 7B). For each laser trial, optogenetic stimula-

tion was delivered for 10 s, starting �5 s before laser stimulus

onset.

Optogenetic activation of PV interneurons did not elicit any

overt behavior per se but increased nocifensive behaviors in

response to both contralateral and ipsilateral hindpaw stimula-

tion (F(1,9) = 31.39, p = 0.0003), while their optogenetic inhibition

attenuated nocifensive behaviors (F(1,8) = 12.40, p = 0.0078),

especially in response to stimulation of the contralateral hindpaw

(p = 0.0042; Figure 7C, top). Conversely, there was no significant

modulation when the activity of Pyr neurons was enhanced or

inhibited (p values R 0.35; Figure 7C, bottom).

http://BioRender.com


Figure 7. The influence of optogenetic regulation of Pyr neurons and PV interneurons in S1 on pain-related behaviors (experiment 6)

(A) Schematic of surgeries and experimental design for the optogenetic regulation of Pyr neurons and PV interneurons in S1. Nociceptive stimuli, including laser

andmechanical stimuli, were delivered to the right and left hindpaws of freely movingmice. The activation of ChR2 using blue light (473 nm) activated the neurons

in S1, while the activation of eNpHR3.0 with yellow light (593 nm) inhibited their activity.

(B) Representative images of ChR2 (left) or NpHR (right) expression in S1. Top: PV interneurons; bottom: Pyr neurons. Scale bars: 500 mm.

(C and D) The modulation of pain-related behaviors evoked by laser (C, behavioral score) and mechanical (D, paw withdrawal threshold) stimuli through opto-

genetic activation or inhibition of Pyr neurons and PV interneurons in S1. PV interneurons in S1, but not Pyr neurons, demonstrated significant regulatory effects,

both enhancing and inhibiting pain-related behaviors to right and left hindpaw stimuli (*p < 0.05, **p < 0.01, ***p < 0.001; two-way repeated-measures ANOVAwith

Bonferroni correction).

This figure was created with BioRender.com.

ll
Article
To test the generalizability of these causal effects beyond

thermal pain, we also used a standard mechanical pain assay:

the withdrawal threshold to von Frey stimuli delivered to the

right and the left hindpaws. Similar to the thermal pain results,

activating PV interneurons of the left S1 decreased paw with-

drawal thresholds on both sides (F(1,9) = 11.34, p = 0.0063),

indicating increased sensitivity to mechanical pain. Conversely,

inhibiting PV interneurons resulted in an increased withdrawal

threshold to contralateral stimulation (p = 0.0057; Figure 7D,

top). Again, there were no clear modulation effects when acti-
vating or inhibiting S1 Pyr neurons (p valuesR 0.14; Figure 7D,

bottom).

The activity of PV interneurons in S1 causally regulates
nociceptive-evoked GBOs (experiment 7)
In experiment 7, we assessed the causal influence of the activity

of different classes of S1 neurons on the electrophysiological re-

sponses to nociceptive stimulation. To this end, we used optetr-

odes, which allow the combining of optogenetics with electro-

physiological recordings (Figure 1F). We performed the same
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Figure 8. Effect of optogenetic regulation of PV interneurons in S1 on laser-evoked electrophysiological responses (experiment 7)

(A) Schematic of surgery and experimental design for opto-electrophysiological manipulating/recording of PV interneurons in S1 of PV-Cre mice. Nociceptive

laser stimuli of a fixed intensity were delivered to the right and left hindpaws of freely moving mice.

(B and C) Average ERP responses (1–30 Hz) for different optogenetic light stimulation conditions: ChR2 (B) and NpHR (C). The activation of PV interneurons led to

a significant increase in N1 amplitude and a significant decrease in N1 latency. By contrast, the inhibition of PV interneurons did not result in a significant

modulation of N1 amplitude or latency (*p < 0.05, **p < 0.01; two-way repeated-measures ANOVA).

(D and E) Average time-frequency distributions of electrophysiological responses (left) and GBO time courses (middle) for different optogenetic light stimulation

conditions: ChR2 (D) and NpHR (E). The activation of PV interneurons led to a significant increase in GBO amplitude (D), and the inhibition of PV interneurons

resulted in a significant decrease in GBO amplitude (E) (*p < 0.05, two-way repeated-measures ANOVA).

This figure was created with BioRender.com.

See also Figures S7 and S8, Table S1, and Data S1.
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viral injection protocol as in experiment 6 and implanted the op-

tetrodes at the same viral injection site (Figure 8A).

We first replicated, in a different group of animals, the findings

of experiment 6: activating PV interneurons increased nocifen-

sive behaviors while inhibiting them decreased these behaviors

(Figure S7A). In line with these behavioral findings, the activation

of S1 interneurons enhanced nociceptive-evoked GBOs (100–

300 ms, 50–100 Hz; F(1,5) = 8.483, p = 0.033), whereas the

inhibition of S1 interneurons decreased them (F(1,6) = 6.123,

p = 0.048; Figures 8D and 8E).

By contrast, optogenetic stimulation of S1 Pyr neurons did not

modulate nocifensive behaviors and nociceptive-evoked GBOs

(Figures S7B, S7F, and S7G). These results support the idea

that S1 Pyr neurons are weakly related, if related at all, to noci-

ceptive-evoked GBOs. The effect of optogenetic stimulation on

the laser-evoked responses is reported in the supplemental in-

formation (Figure S7; Data S1).
DISCUSSION

In this work, we conclusively demonstrated the neuronal under-

pinnings of GBOs induced by nociceptive stimuli causing pain.

We obtained three main sets of findings. (1) In experiments 1–4,

we confirmed the phenomenology and functional properties of
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GBOs measured at scalp level (in humans) and invasively from

S1 and M1 (in rodents), showing that S1 GBOs preferentially

encode pain intensity across species. (2) In experiments 2 and

5, we demonstrated that GBOs elicited by nociceptive stimuli

are tightly coupled and primarily triggered by spikes of a popula-

tion of PV-positive S1 interneurons preferentially responsive to

pain intensity. (3) In experiments 6 and 7, we optogenetically

manipulated the activity of PV-positive S1 interneurons and

thereby showed that they causally modulate both GBOs and no-

cifensive behaviors elicited by nociceptive somatosensory stimuli.
Nociceptive and non-nociceptive LFPs differentially
encode the intensity and location of somatosensory
perception
Both nociceptive and non-nociceptive stimuli elicited LFP re-

sponses in S1 with a similar distribution across cortical layers

(Figures S2A and S4A). The corresponding CSDs were consis-

tent with the typical physiological landmarks (Figures S1C–

S1E) associated with sensory stimuli in their respective primary

cortices, as previously observed for visual,32 auditory,33 and bar-

rel cortex stimulation.34 However, electrophysiological results in

S1 (experiments 2 and 3) indicated a clear functional distinction

in the landscape of the LFP and single-unit responses to

pain and touch. Nociceptive stimuli elicited non-phase-locked
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GBOs encoding pain intensity (Figure 4G), as well as phase-

locked ERPs encoding both pain intensity and location (Fig-

ure 4D). It is important to highlight that the observed correlation

between ERP responses and pain intensity is not obligatory,

given that it can be easily disrupted by dissociating pain from sa-

liency, for example, when nociceptive stimuli become predict-

able due to their repetition.35 This is not the case for GBOs,

which more obligatorily reflect perceived pain intensity in both

human volunteers and animal models.5 Importantly, the correla-

tion between GBOs and pain remained significant even after

normalizing pain ratings and GBO amplitudes within each stim-

ulus intensity. This suggests that at least part of the relationship

between nociceptive-evoked GBOs and pain is not consequent

to stimulus intensity (Figure 3A).

By contrast, non-nociceptive stimuli evoked phase-locked

neural responses in S1 with a much earlier latency and a much

larger amplitude (�20 ms and >200 mV; Figure 5B) than those

of responses evoked by nociceptive stimuli (�150 ms and

<150 mV; Figure 4B). These early-latency non-nociceptive re-

sponses displayed a clear ability to encode stimulus location,

like the N20 component of the early-latency scalp or epidural po-

tentials evoked by median nerve stimulation in humans.36 The

high-frequency part of these responses was only present when

stimuli were delivered to the contralateral side and, within the

range of stimulus intensity used in the current experiments, did

not encode reflective behaviors (Figure 5G). The findings that

phase-locked neural responses elicited by non-nociceptive

stimuli mainly encode tactile locations align with the principles

of lateralized representation of touch and the role of S1 in tactile

processing.37,38

Electrophysiological data collected from M1 (experiment 4)

showed that both phase-locked ERPs and non-phase-locked

GBOs inM1 evoked by nociceptive stimuli encode stimulus loca-

tion, but not pain intensity (Figure S6G). This observation is

crucial as it suggests the selectivity of S1 compared with M1 in

being the source of GBOs that encode pain intensity and rules

out the possibility that GBOs measured in S1 reflect motor-

related responses. This finding is also consistent with a previous

study excluding M1 as the source of nociceptive-evoked

GBOs.18 Indeed, nociceptive-evoked GBOs have a shorter la-

tency than pain-related behaviors.5 GBOs peak first at S1 and

then at M1, and optogenetically inducing GBOs in M1 does not

cause hypersensitivity to nociceptive stimuli.7

PV interneurons, rather than Pyr neurons, encode
nocifensive behavior
A distinct encoding strategy was observed for different neuron

types: when using spike duration to classify units according to

their putative type, the majority of nociresponsive interneurons

encoded pain intensity (61%; Figure 4I), whereas a large propor-

tion of Pyr neurons responding to non-nociceptive stimuli en-

coded stimulation side (54%; Figure 5I). This different contribu-

tion of neuron types in encoding stimulus properties was also

found in auditory39 and gustatory40 cortices. It is important to

note that the electrophysiological approach used here and in

our previous study did not allow us to distinguish Pyr neurons

from interneurons with certainty and is entirely blind to neuronal

subtypes.28 To solve these issues, we recorded calcium signals
of individual PV interneurons and Pyr neurons within S1. The re-

sults provided direct and strong evidence that PV interneurons

primarily associated with variations in nocifensive behavior,

while Pyr neurons mainly encoded stimulus location (Figure 6).

Such distinct encoding strategies support the notion that

different types of neurons play distinct roles in nociceptive pro-

cessing.41,42 Notably, PV interneurons and non-phase-locked

GBOs evoked by nociceptive stimuli shared similar encoding

strategies for pain perception, suggesting that PV interneurons

may serve as the neural substrate for the encoding of pain inten-

sity by GBOs (Figure 4).

PV S1 interneurons drive nociceptive-evoked GBOs
in S1
Spike-triggered LFP analyses allowed us to relate spiking activ-

ity to GBOs. GBOs elicited by nociceptive stimuli were predom-

inantly driven by S1 interneurons encoding pain intensity (Fig-

ure 4K). These findings replicate, in a different group of

subjects, our previous observation that GBOs recorded from

the scalp in response to nociceptive stimuli originate from S1 in-

terneurons.18 However, the electrophysiological approach was

only correlational. To provide causal evidence supporting the

aforementioned inference, we directly manipulated the activities

of PV interneurons and Pyr neurons through optogenetics.43

Modulating PV interneurons exerted a consistent and profound

influence on nociceptive-evoked GBOs: activating PV interneu-

rons increased GBOs, while inhibiting them decreased GBOs

(Figures 8D and 8E). By contrast, neither the activation nor the in-

hibition of Pyr neurons had significant effects on nociceptive-

evoked GBOs (Figures S7F and S7G). These findings provide

solid causal evidence pinpointing PV S1 interneurons as the

neuronal source of nociceptive-evoked GBOs.

Previous studies have shown that PV interneurons can modu-

late spontaneous GBOs and that enhancing spontaneous GBOs

using optogenetics increase pain behaviors.7,19 However, these

studies have not elucidated how PV interneurons contribute to

GBOs evokedby nociceptive stimuli, i.e., the neural responses eli-

cited by real-life nociceptive stimuli causing pain. Please note that

in our study, 40 Hz optogenetic stimulation only modulated spon-

taneousGBOsat�40Hz, i.e., the same frequency of the delivered

light stimulation. By contrast, optogenetic stimulation did not

modulate spontaneous GBOs at higher frequencies (i.e., 60–

90 Hz), the frequencies typically evoked by nociceptive stimuli

(Figure S8). These results suggest that spontaneous GBOs and

nociceptive-evoked GBOs may be generated with distinct mech-

anisms. Our current findings provide the first demonstration that

nociceptive-evoked GBOs generated by PV interneurons within

S1 exert a causal influence on pain experience.

In agreement with the activity of nociresponsive PV interneu-

rons in bilateral S1, nociceptive-evoked GBOs recorded from

the human scalp showed a topography with symmetrical activity,

maximal at central electrodes.25 Indeed, GABAergic interneu-

rons, and particularly the fast-spiking PV interneurons that fire

rhythmically at gamma frequencies,44 play a pivotal role in

shaping synchronous activity patterns within the brain.19,45,46

This is consequent to the high degree of direct coupling of PV in-

terneurons through gap junctions, which fosters the synchroni-

zation of their firing patterns.47 Therefore, the synchronization
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of the firing of PV interneurons in bilateral S1 is responsible for

the generation of coherent GBOs that can also be measured

non-invasively in humans using scalp EEG.

A thalamocortical mechanism explaining the different
strategies of PV interneurons and Pyr neurons in
encoding nociceptive input
We showed that, within S1, PV interneurons and Pyr neurons

mainly encode nocifensive behavior and stimulus location,

respectively. However, one question remains: why do these neu-

rons have different encoding strategies, even though both

receive thalamic inputs and tightly interact with each other?

PV interneurons’ encoding strategy may be explained by the

bilateral activation of these interneurons consequent to their cor-

tico-cortical projections.48 Indeed, coupling between oscillators

in the two hemispheres is established by long-range interneu-

rons.49 Notably, the distally projecting axons of long-range inter-

neurons have larger-diameter myelin sheaths than those of Pyr

neurons, which allows for fast axon conduction velocity, a pre-

requisite for establishing gamma synchrony.50 Long-range pro-

jections from S1 contralateral to the side of nociceptive stimula-

tion could strongly recruit ipsilateral PV interneurons and lead to

PV interneuron-mediated feedforward inhibition of Pyr neurons

in the ipsilateral S1.47 The interhemispheric projections of PV in-

terneurons may explain why modulating these neurons in unilat-

eral S1 could induce bilateral changes in neural responses

evoked by nociceptive stimuli (Figure 8). Although our study

could not test whether inter-hemispheric communication is

essential for GBO generation, future studies may directly modu-

late this communication to test our explanation of PV interneu-

rons’ encoding strategy.

Theoretically, both Pyr neurons and PV interneurons could

encode the intensity of nociceptive stimulation, as stronger noci-

ceptive input drives more strongly than thalamocortical third-or-

der neurons. However, only PV interneurons exhibited higher

firing rates in trials with strong nocifensive behaviors than those

with weak behaviors (Figure 6). A possible explanation is that

when receiving high-intensity nociceptive stimuli, PV interneu-

rons locally inhibit Pyr neurons, thus disrupting the association

between the firing rates of Pyr neurons and pain intensity. This

explanation is supported by the finding that PV interneurons

fire at more consistent times relative to the thalamocortical

afferent stimulation and inhibit the afferent-locked spike timing

in Pyr neurons.51,52 Although our study does not provide direct

evidence that optogenetic manipulation of PV interneurons af-

fects Pyr neurons in S1, it provides indirect evidence that

such manipulation can modulate low-frequency ERP responses

(1–30 Hz), which are thought to originate from the collective ac-

tivity of Pyr neurons53 (Figures 8B and 8C). The complex interac-

tion between PV interneurons and Pyr neurons in S1 should be

investigated more thoroughly in the future.

Conclusion and caveats
This study represents a significant step forward by sampling

nociceptive-evoked neural activity across different scales. Spe-

cifically, it bridges from the microscopic level of the activity of

individual PV interneurons to the mesoscopic level of GBOs

and thereby establishes a solid foundation for developing pain
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assessment and treatment in practice, such as neuromodulation

for clinical pain.54 Nevertheless, the study has a number of limi-

tations. First, we only focused on the activity of PV interneurons

and Pyr neurons. Future work should investigate the responsive-

ness to nociceptive stimuli of other GABAergic interneurons,

such as those expressing the vasoactive intestinal peptide or so-

matostatin, as they may also play significant roles in nociceptive

processing within S1.47 Second, although we explored the

laminar profiles of LFP responses and spike activities, subse-

quent calcium imaging and optogenetic modulation were limited

to layers IV–Va, given that they contain the highest concentration

of neurons.55,56 Optical imaging and optogenetics across

different cortical layers will provide a more comprehensive un-

derstanding of nociceptive processing. Third, we focused on

the neural and behavioral responses to transient nociceptive

stimuli, and it remains unclear whether our findings can be

generalized to sustained pain or chronic pain. Fourth, previous

studies showed that GBOs have been associated with other as-

pects of pain, such as pain affect,13 motor responses to

pain,14,15 and predictive error coding of pain.9,16 Although this

study confirmed the role of S1 GBOs in encoding pain intensity,

we cannot rule out their involvement in other functions, espe-

cially for GBOs generated from other brain regions, and it is of in-

terest to investigate the neuronal mechanisms of GBOs related

to these functions in future studies.
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STAR+METHODS
KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Bacterial and virus strains

rAAV-CaMKIIa-hChR2(E123T/T159C)-EYFP-WPRE-hGH pA BrainVTA Cat# PT-0004

rAAV-CaMKIIa-eNpHR3.0-EYFP-WPRE-hGH pA BrainVTA Cat# PT-0008

rAAV-EF1a-DIO-hChR2(H134R)-EYFP-WPRE-hGHpA BrainVTA Cat# PT-0001

rAAV-EF1a-DIO-eNpHR3.0-EYFP-WPRE-hGHpA BrainVTA Cat# PT-0007

rAAV-CamKIIa-GCaMP6f-WPRE-hGH pA BrainVTA Cat# PT-0119

rAAV-EF1a-DIO-GCaMP6f-WPRE-hGH pA BrainVTA Cat# PT-0106

Deposited data

Raw and analyzed data this paper ScienceDB Data: https://doi.org/

10.57760/sciencedb.11364

Experimental models: Organisms/strains

Mouse: PV-Cre (B6.129P2-Pvlbtm1(cre)Arbr/J) Jackson Laboratories RRID: IMSR_JAX:008069

Mouse: C57BL/6 Charles River N/A

Rat: Sprague-Dawley Charles River N/A

Software and algorithms

MATLAB MathWorks RRID: SCR_001622

EEGLAB 2019b www.sccn.ucsd.edu/eeglab RRID: SCR_007292

Chronux 2.12 www.chronux.org RRID: SCR_005547

CircStat www.github.com/circstat/circstat-matlab N/A

phy 2.0 www.github.com/cortex-lab/phy N/A

SpyKING-CIRCUS www.github.com/spyking-circus N/A

Custom analysis code https://doi.org/10.5281/zenodo.14608070 N/A
EXPERIMENTAL MODEL AND STUDY PARTICIPANT DETAILS

In experiment 1, we collected EEG data from 95 healthy volunteers (50 females, aged 21.6 ± 1.7 years, range: 18–25 years), following

an identical stimulation procedure. All subjects gave their written informed consent and were paid for their participation. All exper-

imental procedures were approved by the ethics committee of Southwest University (experiment 1) and Institute of Psychology,

Chinese Academy of Sciences (experiments 2–7) (No. H21056). In experiments 2–4, 20 adult male Sprague-Dawley rats (14 for ex-

periments 2–3 and 6 for experiment 4), weighing between 300 and 450 g, were used for electrophysiological recordings. Rats were

housed individually at a constant temperature of 23�C under a 12-h light/dark cycle with food and water available ad libitum. In ex-

periments 5–7, male wild-type and PV-Cre mice aged 4 to 8 months (wild-type mice: C57BL/6J, Charles River, China; PV-Cre: RRID:

IMSR_JAX:008069) were used. Up to fourmicewere group-housed at a temperature of 20�C –24�Cand a humidity level of 40%–60%

under a 12-h light/dark cycle with food and water available ad libitum. Following virus injection and stereotaxic surgeries, mice were

individually housed. All surgical and experimental procedures strictly adhered to the guidelines for animal experimentation. Please

note that data from all experiments are new, except that part of the data in experiment 1 (i.e., left hand stimulation) have previously

been published.5

METHOD DETAILS

Surgical procedures
Before surgery (experiments 2–4), a 16-channel silicon probe (NeuroNexus, A1316-3mm-100-703-H16_21mm) was applied with DiI

solution (10 mM, diluted in ethanol) on the back of the probe shank to histologically visualize the location of the implanted probe at a

later stage.57 The surgical procedures for experiments 2–4 closely followed the details described in our previous publications,18,58

except that a two-step strategy was adopted to reach a compromise between an optimal signal quality after the probe implantation

and a better recovery from the postoperative injury.32 In the first step, two stainless steel screws (diameter = 1 mm) were implanted

into holes in the skull at 2 mm and 4 mm posterior to the posterior fonticuli, and they served as the reference and ground electrodes,
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respectively. The skull area above the right S1 or M1 was exposed for the following probe implantation. A 3D-printed base plate was

then fixed on the skull to protect the exposed area during the week of postoperative recovery. In the second step, the silicon probe

was implanted after the rat recovered from surgery. The probe wasmounted on a 3D-printed movable micro-drive and penetrated to

the brain surface from the craniotomy above the exposed area. The coordinates for the probe implantation were as follows: AP:

3.0 mm, ML: 3.0 mm for M1, and AP: 0.0 mm, ML: 4.0 mm for S1 with a 10� angle from the dorsal-ventral axis to ensure the probe

perpendicular to the brain surface at the target area.59–61 The probewas lowered slowly to a depth of 1.6mmbelow the brain surface.

Then, the craniotomy was sealed with tissue adhesive (Kwil-sil, WPI) to protect the brain surface. Rats were allowed for an overnight

recovery before recording electrophysiological data.

For virus injection in experiments 5–7, mice were anaesthetized with isoflurane and secured within a stereotaxic apparatus. In vivo

delivery of recombinant adeno-associated virus (rAAVs) was performed by stereotactic injections. The injection coordinates, with

reference to bregma, were as follows: left S1HL (AP: 0.58 mm; ML: -1.50 mm; DV: 0.45 mm). The delivery of rAAVs was meticulously

executed, with a total volume of 0.4 ml administered over a duration of 10 min.

For in vivo calcium imaging (experiment 5), wild-type mice received virus encoding rAAV-CamKIIa-GCaMP6f-WPRE-hGH

pA (titer: R2 x 1012 vg/ml), and PV-Cre mice received virus encoding rAAV-EF1a-DIO-GCaMP6f-WPRE-hGH pA (titer: R2 x

1012 vg/ml). Three weeks after the rAAV injection, an endoscope (GRIN lens; Part ID, 130-000151; diameter, 1.0 mm; length,

2.0 mm; Inscopix) with a custom endoscope holder was slowly implanted at the following coordinates: AP: 0.58 mm; ML:

-1.50 mm; DV: 0.20 mm. Three days after endoscope implantation, mice were anesthetized with isoflurane. A baseplate

(Part ID: 100-000279; Inscopix) attached to the miniature microscope was positioned above the endoscope. The focal plane

(100 to 300 mm working distance) was adjusted until neuronal structures and GCaMP6f responses were clearly observed.

The baseplate was then fixed in place with dental cement, and a baseplate cover (part ID: 100-000241; Inscopix) was

secured to the baseplate with a set screw to protect the lens until imaging.

For optogenetic experiments (experiments 6–7), wild-type mice received virus encoding rAAV-CaMKIIa-hChR2(E123T/T159C)-

EYFP-WPRE-hGH pA (titer: R2 x 1012 vg/ml) and rAAV-CaMKIIa-eNpHR3.0-EYFP-WPRE-hGH pA (titer: R2 x 1012 vg/ml), and

PV-Cre mice received virus encoding rAAV-EF1a-DIO-hChR2(H134R)-EYFP-WPRE-hGHpA (titer: R2 x 1012 vg/ml) and rAAV-

EF1a-DIO-eNpHR3.0-EYFP-WPRE-hGHpA (titer: R2 x 1012 vg/ml). Animals were kept at rest for 4 weeks to achieve optimal viral

expression prior to experiments. An optical fiber implant (200 mm in diameter, numerical aperture [NA] of 0.37) was inserted at the

position 0.3 mm above the viral injection site and secured on the skull with dental cement and a screw.

For the optetrode experiment (experiment 7), mice first received an rAAV injection into the S1HL region and were then implanted

with an electrode equipped with a custom-added optical fiber (200 mm in diameter, NA of 0.37) positioned at the center and four tung-

sten tetrodes arranged in a square formation around the optical fiber. Tetrodes were made of 8 mm diameter tungsten wires (H-For-

mvar insulation with Butyral bond coat; California FineWire). The stripped optic fiber was lowered to a position 50 mmabove the site of

the viral injection and remained in place throughout the experiment. Two stainless-steel screwswere implanted above the cerebellum

to serve as the ground and reference. The tetrodes were implanted at a depth of 0.3mm in the S1HL region of the brain, and thewhole

device was secured on the skull with dental cement.

Experimental design and sensory stimuli
Transient nociceptive laser (experiments 1, 2, 4, 5, 6, and 7) and mechanical (experiment 6), and non-nociceptive electrical (exper-

iment 3) were applied, with one (experiments 6–7) or multiple (experiments 1–5) stimulus intensities delivered to two stimulation sides

(the left and right hands or paws) in each experiment.

In experiment 1, each subject received ten laser pulses at each of the four stimulus energies (E1-E4), for a total of 40 pulses. The

order of stimulus energies was pseudorandomized. The inter-stimulus interval varied randomly between 10 and 15 s with a rectan-

gular distribution. An auditory tone delivered 3–6 s after the laser stimulation prompted the subjects to rate the intensity of the painful

sensation elicited by the laser stimulus, using a numerical rating scale ranging from 0 (corresponding to ‘‘no pain’’) to 10 (correspond-

ing to ‘‘pain as bad as it could be’’), with 4 denoting pinprick pain threshold.62

In experiments 2–5, each subject received a total of 60 stimuli, with 15 stimuli delivered per intensity and side. In experiments 6–7,

for each type of mice and each optogenetic virus, a total of 80 stimuli were delivered, with 20 stimuli per side and optogenetic con-

dition. The inter-stimulus interval between two consecutive stimuli was >30 s.

Radiant-heat nociceptive laser stimuli were generated by an infrared neodymium yttrium aluminum perovskite (Nd:YAP) laser with

a wavelength of 1.34 mm (Electronical Engineering, Italy), which activates directly cutaneous nociceptive terminals in the most super-

ficial skin layers.63,64 An optic fiber transmitted the laser beam, whose diameter was set at approximately 7 mm (�38 mm2) in the

human experiment and 5mm (�20 mm2) in rodent experiments by focusing lenses. The laser pulses (duration = 4 ms) were delivered

to the skin of either the left or right hand/paw. To avoid nociceptor fatigue or sensitization, the target of the laser beam was altered

after each stimulus.65 In experiment 1 (involving humans), we used four stimulus energies (E1: 2.5 J; E2: 3 J; E3: 3.5 J; E4: 4 J). In

experiments 2 and 4 (involving rats), high and low stimulus energieswere set to 3.5 J and 3.0 J, respectively. In experiment 5 (involving

mice), high and low stimulus energies were set to 2.0 J and 1.5 J, respectively. For experiments 6–7 (involving mice), a fixed stimulus

energy of 1.5 J was used.

Non-nociceptive electrical stimuli were constant current square-wave electrical pulses generated by a multichannel electrical

stimulator (SXC-4A, Sanxia Technique Inc., China).66 Electrical pulses (duration = 1 ms) were delivered through a pair of moveable
e2 Neuron 113, 769–784.e1–e6, March 5, 2025
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electrodes (inter-electrode distance = 1.5mm) that were contactedwith either the left or right forepaw of rats (experiment 3). High and

low stimulus intensities were set to 1 mA and 0.75 mA, respectively.

A series of von Frey filaments (bending forces: 0.02, 0.04, 0.07, 0.16, 0.4, 0.6, 1, and 2 g) were employed to assess the mechanical

pain threshold in mice (experiment 6).67 The minimal force filament that elicited an obvious paw withdrawal or escape response in at

least five out of ten stimuli was defined as themechanical pain threshold. To ensure accuratemeasurements, von Frey filaments were

applied with an interval of at least 5 s after the mice had returned to their initial resting state following the previous stimulus.

Data collection
Human electrophysiological recording (experiment 1)

EEG data were recorded using 64 AgCl electrodes positioned according to the extended 10–20 system (Brain Products GmbH,

Munich, Germany; pass band: 0.01–100 Hz; sampling rate: 1,000 Hz). The nose was used as the reference, and impedances

were kept lower than 10 kU in all electrodes. To monitor ocular movements and eye blinks, electro-oculographic signals were simul-

taneously recorded from two bipolar electrodes: one pair placed over the upper and lower eyelids of the left eye, the other pair placed

1 cm lateral to the outer corner of the left and right orbits.

Rat electrophysiological recording (experiments 2–4)

Electrophysiological signals were recorded at a sampling rate of 40,000 Hz using a Multichannel Acquisition Processor (OmniPlex,

Plexon, USA). Before the recording session, animals were placed for 1 h in a plastic chamber (303 303 30 cm3) to familiarize them

with the recording environment. During the recording session, animals were allowed tomove freely in the chamber. Laser or electrical

stimuli were delivered to the plantar surface of either left or right forepaw through gaps in the chamber floor when the animal was

spontaneously still. To avoid the activation of the auditory system by laser-generated ultrasounds, white noise (70 dB SPL) was

continuously played throughout the recording session, which allowed for a selective recording of brain responses associated with

the activation of the nociceptive system.65

Animals’ behaviors were video-recorded throughout the experiment, and behavioral scores were assigned based on their move-

ments after each stimulus, according to previously defined criteria.68 Specifically, stimulus-evoked behaviors were categorized into

5 types: nomovement (score = 0), head turning (including shaking or elevating the head; score = 1), flinching (characterized by a small

abrupt body jerking movement; score = 2), withdrawal (denoting paw retraction from the stimulus; score = 3), and licking and whole-

body movement (score = 4).

Calcium imaging (experiment 5)

Prior to data collection, mice underwent a 2-day habituation period, during which they were introduced to the microscope attach-

ment for 30 min each day within an acrylic cage (7.53 7.53 15 cm3) with a fine mesh grid floor. Then, a head-attached microscope

(Inscopix; LED power: 0.6 to 1.0 mW; camera resolution: 1,440 3 1,080 pixels) was employed for calcium imaging in freely-moving

mice. The imaging was conducted at a frame rate of 20Hz using nVista HD software (Inscopix). The synchronization of laser triggering

with calcium imaging was achieved by connecting the laser trigger to the trigger-out signal of nVista HD.69 Before each imaging ses-

sion, the baseplate cover on the previously implanted baseplate was removed, and the microscope was securely attached. The im-

aging field of view covered an area of approximately 900 3 600 mm2 with a resolution of 0.65 mm/pixel. The imaging depth was

adjusted by focusing the microscope until clear signals from cells, appearing as bright spots in the images, were observed. The focal

plane was set between 250 and 500 mmbelow the lens. Mice’s behaviors were concurrently recorded using the samemethodologies

as in experiment 2.

Optogenetic stimulation and electrophysiological recording (experiments 6–7)

Before testing and data collection, mice were habituated to a small acrylic cage (7.53 7.53 15 cm3) for at least 30 min. Optogenetic

stimulation was achieved using an LED module (473 nm and 590 nm) mounted on a dual LED commutator connected to an optoge-

netic controller (PlexBright, Plexon Inc., Dallas, TX). For optogenetic activation of pyramidal neurons, a train of photostimuli consisted

of blue light pulses (473 nm, 10 Hz, and 3 ms duration for each pulse) was delivered for 10 s with the illumination intensity of 5 mW.45

For optogenetic activation of PV interneurons, a train of photostimuli consisted of blue light pulses (473 nm, 40 Hz, and 1 ms duration

for each pulse) was delivered for 10 s with the illumination intensity of 5 mW.45 For optogenetic inhibition of both neurons, photosti-

muli consisted of continuous yellow light (590 nm) with the illumination intensity of 30 mW were delivered for 10 s.70 Between the

control and optogenetic tests, there was a 30-min interval for rest. Nociceptive laser and mechanical stimuli were delivered when

the LED light was on in the optogenetic test. Electrophysiological signals were recorded using the same procedures as in experiment

2, except that optetrodes were used for data collection and that nociceptive laser stimuli were delivered to the left or right hindpaw

of mice.

Histology and immunohistochemistry

After the recording session, rats and mice were anesthetized with 1% sodium pentobarbital (0.1g/kg i.p.) and perfused intracardially

with 0.9% saline followed by 4%paraformaldehyde (PFA, in 0.1Mphosphate buffer, pH 7.4). The isolated brains were post-fixedwith

4% PFA for 12 h, and cryoprotected in 20% and 30% sucrose solutions in turn. The fixed brains were cut into 50-mm thick slices to

identify probe tracks marked by DiI and to detect virus expression through fluorescence.

For Nissl staining, free-floating brain sections were first washed in the phosphate-buffered saline (PBS) containing 0.1% triton-100

for 10 min and then rinsed three times for 5 min each in PBS. The sections were incubated with the NeuroTrace Nissl stain (1:100

diluted in PBS, N21480, Thermo Fisher) at room temperature for 20 min. Subsequently, the stain was removed, and the sections
Neuron 113, 769–784.e1–e6, March 5, 2025 e3
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were washed three times for 5 min each in PBS. The brain slices were photographed by a fluorescence microscope (Leica DMI

4000B, Wetzlar, Germany).

QUANTIFICATION AND STATISTICAL ANALYSIS

Data preprocessing
In experiment 1, EEG data were processed using EEGLAB,71 an open source toolbox running in the MATLAB environment, and in-

houseMATLAB functions. Continuous EEG data were band-pass filtered between 1 and 100 Hz. EEG epochs were extracted using a

window analysis time of 1500 ms (500 ms pre-stimulus and 1000 ms post-stimulus) and baseline corrected in the time domain using

the pre-stimulus interval. Trials contaminated by eye-blinks andmovements were corrected using an Independent Component Anal-

ysis algorithm (runica), and the IClabel algorithm was adopted to automatically identify and remove any ICs unrelated to brain.71

In experiments 2, 3, 4, and 7, electrophysiological data were preprocessed using NDManager72 and in-house MATLAB functions.

To extract stimulus-evoked responses, electrophysiological data were down-sampled to 1000 Hz, bandpass filtered between 1 and

100 Hz, and notch filtered between 48 and 52 Hz. Peri-stimulus epochs were extracted from continuous data using a time window of

1500 ms (-500 ms to +1000 ms relative to stimulus onset), and were baseline corrected using the pre-stimulus interval. Epochs

contaminated by gross artifacts were discarded. Moreover, ARfitStudio, an extension in EEGLAB73 to interactively eliminate the

short-burst (5 to 10 ms) artifacts, was adopted to eliminate the electrical-induced artifacts in LFP epochs. Specifically, ArfitStudio

trained an autoregressive model from the signals before electrical stimuli (�10 to 20 ms) and made predictions of the signals after

electrical stimuli (0 to 5 ms) to remove the electrical-induced artifacts (Figure S1C).

In experiments 2–3, to standardize depth coordinates of S1 across rats, we aligned depth profiles using electrophysiological land-

marks derived from CSD estimation. Since landmarks of laminas responding to tactile stimuli have been well investigated,34 depth

profiles from different rats were aligned according to these landmarks and the distance between adjacent Layers was ‘‘warped’’

(either extended or stretched) using linear interpolation.32,34 Specifically, the landmarks were obtained from CSD estimation of

LFP responses evoked by electrical stimuli delivered to the left forepaw (i.e., contralateral to the right S1 with the implanted probe).

The obtained landmarks featured with two sinks that occurred in Layer IV and Layer Vb, and three sources in Layer I, Layer Va, and

Layer VI. The borders between adjacent sinks and sources were used to estimate the thickness of the corresponding layer for each

rat. According to the layer thickness, signals at different depth were ‘‘warped’’ based on the predetermined distances (100 mm,

400 mm, 300 mm, 200 mm, 300 mm, and 300 mm for Layers I, II/III, IV, Va, Vb, and VI, respectively) to ensure that the number of elec-

trodes within the same layer was identical for different rats (Figure S1E).

In experiment 5, calcium imaging data were preprocessed using the Inscopix Data Processing toolbox (Inscopix), including the

following steps: spatial and temporal downsampling of the data; filtering of the images; calculating the mean image of the filtered

video; motion correction analysis based on the mean image.74 Next, the average fluorescence intensity of each pixel during the

recording period was calculated as F0. The change in fluorescence intensity at time (t) was expressed as (F(t) – F0)/F0 or DF/F0. Sub-

sequently, the CNMFe algorithm was applied to the spatiotemporal data matrix of DF/F0 to identify active neurons for further ana-

lyses.75 The neurons were arranged based on the timing of events, resulting in a DF/F0 change graph of neurons in response to

the events. The fast optimal optical spike inference (foopsi) algorithm was adopted for the deconvolution of fluorescence signals

to eliminate noise.76

Time-domain and time-frequency domain analyses
In experiments 1–4, single-trial EEG/LFP responses were averaged across trials for each subject and experimental condition in the

time domain. For human experiment, the EEG responses were re-referenced to Fz electrode to optimally extract the earliest part of

the laser-evoked brain responses, i.e., the N1 wave, at�160 ms relative to stimulus onset.5,77 For animal experiments, the amplitude

of the dominant negative peak (�20 ms and �150 ms for electrical and laser stimuli, respectively) was measured from average LFP

waveforms at different depths. Single-subject average waveforms were subsequently averaged to obtain the group-level EEG/LFP

waveforms.

Time-frequency representations of single-trial EEG/LFP responses were calculated using a windowed Fourier transform with a

fixed Hanning window (200 ms for laser stimuli and 100 ms for electrical stimuli due to their difference in response duration). A com-

plex time-frequency spectrum F(t, f) was estimated for each trial from -500 to 1000 ms (in steps of 2 ms) in latency and from 1 to

100 Hz (in steps of 1 Hz) in frequency. The resulting spectrogram P(t, f)=|F(t, f)|2 represents the power spectral density as a joint func-

tion of time and frequency at each time-frequency point. Single-trial spectrograms were baseline corrected by subtracting the mean

signals within the pre-stimulus interval for each frequency (-400 to -100 ms relative to stimulus onset),78 and then averaged across

trials for each subject and experimental condition. To isolate GBO responses, we calculated the time course of GBO amplitude by

averaging spectrograms across gamma frequencies from 60 to 90 Hz. The amplitude of the dominant peak in GBO time courses was

measured by calculating the maximal power within a pre-defined interval (0–100 ms and 100–300 ms for electrical and laser stimuli,

respectively) at different depths.

Subsequently, we performed a point-by-point statistical analysis to identify spatial layers and time intervals in which low-frequency

ERP responses or high-frequency GBO responses were different between experimental conditions. Specifically, for each spatiotem-

poral point, we performed a two-way repeated-measures ANOVA to assess the possible effects of ‘Intensity’ (two levels: high and
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low), ‘Side’ (two levels: left and right), and their interaction. To account for multiple comparisons, the significance level (expressed as

p value) was corrected using a false discovery rate (FDR) procedure. Please note that electrophysiological signals in experiment

7 were analyzed using the same procedures in the time and time-frequency domains as in experiment 2. Please also note that to

evaluate the dependence of brain responses on pain intensity, we sorted trials according to nocifensive behaviors and median-split

them into high rating trials and low rating trials for each stimulation side for statistical analyses. As a result, the factor ‘‘Intensity’’

means ratings of nocifensive behaviors or simply pain intensity.

In experiment 5, after preprocessing, the calcium imaging data were normalized to express as Z scores, and then baseline cor-

rected by subtracting the mean signals within the pre-stimuli intervals (-5 to 0 s relative to stimulus onset). Then, the data was aver-

aged within a 5-s window after the onset of each trial under different experimental conditions. This process resulted in the response

profile of individual neurons for each experimental condition.

Linear mixed model (LMM) analysis
In experiment 1, to examine the relationship between (1) stimulus intensity and neural responses as well as (2) subjective ratings and

neural responses, we performed LMM to single-trial time-frequency representations that capture the intraindividual variability.27

LMM analysis was also applied to assess whether the relationship between pain intensity and neural responses persisted indepen-

dent of stimulus intensity by normalizing pain ratings and neural responses as Z scores for each stimulus intensity. Specifically, we fit

the LMM for pain score or stimulus intensity (y), with the same fixed-effects GBOs (x), and correlated random effect for intercept and

GBOs grouped by the subject (sub). The Wilkinson’s notation of the mixed model formulation is y�1+x+(1+x|sub). LMM was per-

formed for each data point of the baseline corrected single-trial time-frequency representations, yielding the relationship between

neural responses and stimulus intensity/pain intensity as a function of time and frequency. FDR correction was applied to account

for multiple comparisons. Please note that trials with stimuli delivered to the left and right hands were merged during the LMM an-

alyses since GBOs elicited by nociceptive stimuli were not modulated by stimulation side and showed a centrally distributed scalp

topography (Figure 2C). To statistically compare the onset latencies of the three LMM effects, we re-ran the LMMs on subsampled

datasets (randomly selecting 80% of subjects) for 20 times and then extracted the corresponding onset latencies. Onset latency was

defined as the earliest time point with significant p values in the temporal profile of the LMM results averaged within the 50–100 Hz

frequency range.

To reveal the dose-response curve between pain intensity/stimulus intensity andGBOamplitudes, we sorted the trials according to

pain ratings or stimulus intensities by uniformly incremental levels (i.e., for pain intensity, sorted by pain ratings from 4 to 10 in steps of

1; for stimulus intensity, sorted with fixed four levels: 2.5J, 3J, 3.5J, 4J). The GBO amplitudes or the normalized GBO amplitudes

within the significant pixels (above 50 Hz after the stimulus onset) extracted from LMMs were averaged for each level and then fitted

with a linear function. Given that the instruction that 4 denoted pinprick pain threshold might have been confusing as all ratings

between 0 and 3 meant no pain, trials with pain ratings lower than 4, i.e., below the pinprick pain threshold, were excluded when

assessing the relationship between pain intensity and GBO amplitudes.

Current source density (CSD) estimation
To demonstrate the spatiotemporal distributions of stimulus-evoked electrophysiological responses in experiments 2–3, we adopted

the CSD estimation method that can be applied to the recordings at equidistant, linearly positioned electrode contacts vertically

penetrating the cortical layers.79 Specifically, CSD was calculated on across-trial averaged LFP responses for each experimental

condition by estimating the second spatial derivative of LFP responses using the following equation:

CSDn;t z � sz

LFPn� 1;t � 2 � LFPn;t + LFPn+ 1;t

Dz2

where LFPn;t is the potential sampled on the silicon probe contact n at time t, LFPn� 1;t and LFPn+ 1;t represent the sampled potentials

on the neighboring contacts at time t.Dz is the spacing between adjacent silicon probe contacts. sz is the z-directional component of

tissue conductivity.80,81

Unlike the low-frequency ERP responses, high-frequency GBO responses could be non-phase-locked to the onset of sensory

stimuli.6 The non-phase-locked responses would be largely canceled out by time-domain across-trial averaging, thus suppressing

the spatiotemporal variations of the responses.82 For this reason, the CSD of GBO responses was calculated on the time course of

GBO amplitude that was derived from the time-frequency analysis.

To isolate significant spatiotemporal variations from background fluctuation, CSD estimates were first baseline corrected by sub-

tracting the mean signals within the pre-stimulus intervals for each probe contact (-100 to 0ms relative to stimulus onset). Then, CSD

estimates across all experimental conditions for each sensory modality were thresholded using a cut-off at three standard deviations

from themean for each contact. Spatiotemporal regions with CSD estimates above (source) or below (sink) three standard deviations

from the mean were identified and marked with dashed circles (Figures S2C, S2D, S4C, and S4D).

Spike detection and classification
The raw electrophysiological data in experiments 2–3 were high-pass filtered at 200 Hz, and spikes were sorted using the open-

source algorithm SpyKING CIRCUS (www.github.com/spyking-circus), a method that relies on density-based clustering and
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template matching to assign spike clusters to individual contacts in electrode arrays without cluster overlay.83 The templates of spike

clusters were created by phy 2.0 (www.github.com/cortex-lab/phy), which provides an interactive visualization and manual spike

sorting of large-scale electrophysiological data.84 Subsequently, spike units were classified using CellExplorer,85 and were gener-

ated from putative pyramidal neurons or interneurons based on the duration of the action potential, which is defined as the latency

difference between the trough and the peak of the waveform. Based on the bimodal distribution of the durations of all recorded

spikes, a data-driven approach was adopted to determine the threshold to separate interneurons from pyramidal neurons (i.e.,

the pit between the two peaks of the distribution),18,86,87 which was 400 ms in the present study (Figure S1F).

To calculate spike density functions for intuitively illustrating the modulation of spike firing by sensory stimuli, the electrophysio-

logical data were segmented using awindow analysis time of 1500ms (-500ms to +1000mswith respect to stimulus onset). For each

trial, the spike firing rate was binned using a 100-ms window and normalized to the baseline using the Z score (i.e., dividing the

baseline-subtracted value by the standard deviation within the pre-stimulus interval). The obtained spike density functions were

then averaged across trials for each neuron to provide a general presentation of response patterns for different sensory modalities

(Figure S1G).

Identification of functionally differentiated neurons
To identify neurons with distinct functions in encoding stimulus attributes, the singular values of the binned spike data (see spike

detection and classification) within the predefined time intervals (0–50 ms and 0–300 ms for electrical and laser stimuli, respectively)

were calculated as a summative parameter of spike firing at the single-trial level. For each sensory modality, the singular values were

submitted to the two-way repeated-measures ANOVA to assess whether the spike firing would be affected by the factor ‘Intensity’,

‘Side’, or their interaction. According to the statistical results, neurons were divided into five distinct groups: neurons significantly

modulated (p < 0.05) by (1) ‘Intensity’ only, (2) ‘Side’ only, (3) ‘Intensity’ and ‘Side’, (4) ‘Intensity’ 3 ‘Side’ interaction, and (5) none

of the previous (Figures S3A–S3C and S5A–S5C). Chi-squared tests were performed to compare the proportion of neurons with

distinct functions between pyramidal neurons and interneurons within the same modality.

Likewise, neurons identified in the calcium imaging data in experiment 5were categorized using the same procedures as described

above. Normalized calcium signals were obtained by calculating themean values within the predefined time interval ranging from 0 to

5 s and then compared using the same statistical procedures employed for analyzing the electrophysiological data.

Spike-triggered field potentials for functionally differentiated neurons
Since strong correlations were observed between LFPs and nearby intracellular spike activities,88,89 it would be interesting to assess

the relationship between different LFP features and functionally differentiated neurons. The spike-field synchronization was evalu-

ated by estimating the spike-triggered average LFPs (STA) using the following equation:

STAðtÞ =
1

N

XN

k = 1

LFPðt � tkÞ

where N is the amount of spike firing times in the given intervals (0–50 ms and 0–300 ms for electrical and laser stimuli, respectively),

and tk is the onset of spike time of the triggering unit. STA could demonstrate the contribution of a specific spike unit to stimulus-

evoked LFPs.90,91

STA estimates were obtained for pyramidal neurons and interneurons with distinct functions (i.e., thosemodulated by (1) ‘Intensity’

only, (2) ‘Side’ only, (3) ‘Intensity’ and ‘Side’). To avoid variations, the spike units with less spike firing times (less than 25) were

excluded.92 Subsequently, we calculated the amplitude of the negative peak in STA estimates surrounding the onset of spike

time and the phase of the STA estimates at the onset of spike time by computing the instantaneous phase using the Hilbert trans-

formation.91,93 Non-parametric Scheirer–Ray–Hare tests were then performed to assess whether the peak amplitude would be

modulated by the factor ‘neuron type’ (two levels: pyramidal neurons and interneurons), ‘functional group’ (three levels: affected

by ‘Intensity’, ’Side’, and ‘Both’), or their interaction. Post hoc tests were performed using pairwise Mann-Whitney tests or t-tests

with the Sidak correction. Moreover, the Rayleigh Z test in the CircStat toolbox was performed to determine whether local field

potentials are phase-locked to spike populations (Figures 4K, 5K, S3G, and S5G).

Statistical analysis
For behavior scores and neural responses in experiments 1–5, we performed a two-way repeated-measures ANOVA to assess the

effects of ‘Intensity’ (four levels: E1, E2, E3, and E4 in experiment 1; two levels: high and low in experiments 2–5), ‘Side’ (two levels: left

and right), and their interaction. For behavior data and neural responses in experiments 6–7, we performed a two-way repeated-mea-

sures ANOVA to assess the effects of ‘Optogenetic condition’ (two levels: control and ChR2/NpHR), ‘Side’ (two levels: left and right),

and their interaction, for each type of mice and each optogenetic virus. Post hoc comparisons were performed using paired-sample

t tests with Bonferroni correction.
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